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***Abstract: Support vector machines (SVM) have been widely used for practical classification tasks . Training complexity of SVM depends on the number of training samples and therefore it increases with large datasets. This paper focuses on the approach in [1], where classification with SVM has been improved based on Markov sampling. The results show that the provided classification approach is better than the SVMC in misclassification rates, training computational time.***

1. **INTRODUCTION**

Pattern recognition applications is a wide domain for SVM based classification algorithms [2]. SVM works well with samples which follow independent and identical distribution but this is not the case with applications which follow a time dependent pattern such as market prediction, speech recognition, which are dependent in nature [3].

In [4] and [5], the authors studied the generalization ability of SVMC with uniformly ergodic Markov chain (u.e.M.c.) samples while optimizing the learning rate of Gaussian kernels SVM. This model of SVMC with Markov sampling still has longer total time than the general SVM classifier model.

To reduce this time, SVMC algorithm which is based on k-times Markov sampling is introduced in [1] and presents the numerical studies on its learning performance on well known data sets. In [6] the researchers compare the classic SVMC model with sampling and k-times sampling. The k-times sampling method has smaller misclassification rates;reduced training and sampling time and is sparse.

1. **ALGORITHM DESCRIPTION**

**Input:** ST , N, k, q, n2

**Output:** sign( fk )

1. Draw randomly N samples Siid := {zj}j=1N from ST. Train Siid by SVMC and obtain a preliminary

learning model f0. Let i = 0.

1. Let N+ = 0, N− = 0, t = 1.
2. Draw randomly a sample zt from ST , called it the current sample. Let N+ = N++1 if the label of zt is +1, or let N− = N− + 1 if the label of zt is −1.
3. Draw randomly another sample z∗ from ST , called it the candidate sample, and calculate the ratio α, α = e−( fi ,z∗)/e−( fi ,zt).
4. If α ≥ 1, yty∗ = 1 accept z∗ with probability α1 = e−y∗ fi /e−yt fi. If α = 1 and yty∗ = −1 or α < 1, accept z∗ with probability α. If there are n2 candidate samples can not be accepted continually, then set α2 = qα and accept z∗ with probability α2. If z∗ is not accepted, go to Step 4, else let zt+1 = z∗, N+ = N+ + 1 if the label of zt+1 is +1 and N+ < N/2, or let zt+1 = z∗, N− = N−+1 if the label of zt+1 is −1 and N− < N/2 (if the value α (or α1, α2) is bigger than 1, accept the candidate sample z∗ with probability 1 ).
5. If N++N− < N, return to Step 4, else we obtain N Markov chain samples SMar. Let i = i + 1. Train SMar by SVMC and obtain a learning model fi .
6. If i < k, go to Step 2, else output sign( fk ).
7. **RESULTS AND OBSERVATIONS**

On implementing the above approach on the given dataset, this model was able to achieve approx. 84.8% to 88% accuracy.

1. **CONCLUSION**

Thus, from the results we conclude that the provided classification approach is better than the SVMC in misclassification rates, training computational time, etc.
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